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1. CADRE Mission
2. CADRE FPGA Architecture
3. Current process for SW-HW co-development
4. Verilator Support in COSIDE
5. Software Modeling using IPC
6. Software Modeling using SystemC
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• CADRE is a flight technology demonstration to demonstrate multi-agent
cooperative autonomy, performing distributed measurement, on the surface of the 
moon.

CADRE
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CADRE Through the Ages

Mar 19, ’21
Proto-Merc7 is Born

July 23, ’21
Multi-Agent Drive (open)

June 3, ’21
Driving in GRC1 @JPL

April 14, ’21
Mini-Mars Yard Rocks

Nov 4, ’21
GRC Slope Lab Testing

Oct, ’22
Formation Driving

May 2, ’22
Autonomy, Exploration 

Oct 18, ‘21
Autonomy

March ’22
Dragon Farm
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Features:
• Enforced Power States
• Watchdogs, Runout Timer, Alarm Clock
• Closed-Loop Survival Heater Control
• IMU Driver
• Sun Sensor Driver
• Fault Protection
• Low Power core
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Shortcomings:
• Documents come out of sync
• Written description can be 

interpreted differently
• Software has to build an FPGA 

model to test with
• Integration bugs won’t be found until 

hardware is ready to run the 
software.

Requirements

Meetings

Emails

Documentation

FPGA Flight Software

How FPGA and Flight Software co-development communicate today
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RTL

Verilator built into 
COSIDE

FPGA model

Steps:
1. Add the synthesizable Verilog RTL to your 

COSIDE project
2. Right click the Verilog file and navigate to 

COSIDE Bridge > Verilator > Create Model
3. COSIDE module will be created
4. Create other components required in your 

testbench either by importing or coding

• COSIDE Generates SystemC code from RTL 
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COSIDE TB
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Board component 
modeled in SystemC

CADRE FPGA Model

Testbench
COSIDE 
Primitives

Simulation

Steps:
1. Create a TB with peripheral device models
2. Simulate to verify proper functionality 
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Software Model (IPC method)
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Pros:
1. No library dependence for Application 2 

since it’s compiled on COSIDE. 
2. Very easy to setup. COSIDE automatically 

finds all input/output ports in the TB
3. Application 1 can be in any language. 

COSIDE provides IPC Server in Python 
and C++ 

Cons:
1. COSIDE IPC only supports wiggling TB 

ports. (signal level communication)
2. Need to poll the DUT, can’t create event 

triggers
3. Expect slowdown due to IPC overhead
4. API Layer falls on Software side

Operating System

Application 2

IPC Client

TB
DUT

Application 1

Software

IPCDUT API Layer

IPC Server
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Software Model (IPC method)
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How To:
1. Setup SystemC Client

2. Setup Server (Python shown, C++ is similar)

3.  Run. Read all Registers
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Software Model (RAW SystemC)
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Software

DUT API Layer

SystemC

TB
DUT

Process

Pros:
1. No IPC overhead
2. Software has access to source code
3. Can react to DUT events
4. More control over TB 

Cons:
1. Requires some trickery of SystemC Main
2. Software has to resolve SystemC and other 

hardware library dependencies Process

API

API

Performance: 1 sec sim = 1 min wall clock
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Software Model (RAW SystemC)
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Read a register from the FPGA model

Set the battery temperature in Battery Monitor model 

APIs:
• Read

• Write

• Run Clock




